* The Ann was much more accurate than the Knn was. I am not sure, but I think that this is due to the dimensionality of the data.
* The Knn accuracy decreased as you increased the value of k.
* I think that this implies that Ann are more suited for problems with more like 2 features instead of 10. I think its hard to conceptualize nearest neighbors in a 10-dimensional space to troubleshoot and make more accurate.